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The development of reliable theoretical models for calculating
the decay of quasi-stationary states of molecular systems has
becor: an important endeavor for theoretical chemists. The
und:+~’standingand analysis of a wide variety of physical and
them’ al phenomena depend on a knowledge of the behavior of
these states in both collisional and photo!onization prob-
1ems. In this article we describe the theory and calculation
of these cross sections using our Linear Algebraic/Optical
Potential method. lhe theory makes optimal use of the numeri-
cal methods developed to solve larqe sets of coupled integral
equations and the bound state techniques used by quantum chem-
ists. Calculations are presented for a representative,qlass
of diatomic and triatomic mlecules at varying levels:of
sophistication and for col;isional and photoionization cross
sections,

Introduction

The formation and subsequent decay of highly excited neutral
molecules and molecular negative ions plays an important role in
many physical and chemical problems (1,2,3), These metastable
states are formed when electrons coll~d~fiith or are ejected from
molecular systems, Consequently they are seen in photoionization
cross :~ctions (4,5) a~ well as collislonal excitation problems
Involving electron~c, (6J vibrational, (~) and dissociative channels
(8)* The qua i-stat’lonary nature Of these temporary states has
ifiterested til~oretical chemists for many years. In fact a large
number of t!leearly predictions and calculations of the energies of
these states were ba’ed on variants of bound state techniques used
widely in quantum ck~mistry, These methods exploited the localized
nature of the resonant scatter~nq Wavefunction, Later methods such
as the Stleltjes imaging (5,!) and complex co-ordinate techniques
(9,10) went further and calculated the Ilfetime (width) of these
m~t~table states, However it should be recognized that these
resonant states are a subset of those treated by more standard
finll{c4nmsl +n-hn4-ban* M..&L...A..‘“at-l.-- LL- -~--– -- -*B- ~~~~
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Kohn-variational (12), Schwinger-variational, (13) R-Matrix (14),
and linear algebra=techniques (15,16) have beti quite succe~ful
,in calculating collisional and ph~o~nization cross sections in
both resonant and nonresonant processes, These approaches have the
advantage of generality at the cost of an explicit treatment of the
continuous spectrum of the Hamiltonian and the requisite boundary
conditions. In the early molecular applications of these scatterlnq
methods, a rather direct approach based on the atomic collision
probl~m was utilized which lacked in efficiency. However in recent
years importar,tconceptual and numerical advances in the solution of
the molecular continuum equations have been discovered which have
made these approaches far more powerful than those of a decade aqo
(13,15,16). These new methods make!extensive use of the ideas of
bfin~sfite quantum chemistry to treat electron exchange, polariza-
tion and correlation (17,18). On the other hand they treat the
molecular scattering fic~on either numerically or in a basis set
of numerical continuum functions (19). This has the advantage of
providing an accurate representatiti of the molecular continuum
function without causing undue strain on the numerical representa-
tion. In the next section we develop one of these approaches, the
linear algebraic/optical potential method (LAMOPT) (15), in some
detai1. The last section is devoted to discussing t~ numerous
applications to photoionization and electron scattering which have
been made with the method as well as some earlier work on e+N2
vibrational excitation (7_)using the R-matrix techniq~e.

Theoretical Methods

one of the more important features underlying all of the theoretical
approaches used in the molecular continuum problem is the division
of space into d strongly and weakly interacting part, This
division may be performed in function space as in the early
“stabilization” method (J or in co-ordinate space as in the
R-matrix method (n). In the strongly interacting subspace, it is
necessary to deal with all the complications of the full many-body
problem, However, the strength of the interaction in this reqion is
such that the difference between bound and continuum states is not
substantial. These facts are what led to the early successes of the
stabillzatirm, Stieltjes and complex c~-ordinate methods in treating
resonances, The difficulties of ~pplying these approaches to the
entire molecular con~inuum led to the development of more powerful
techniques. The R-matrix method, which had some spectaculw
successes for atom?c collisions (20), zeemed an excellent choice to
fill the void, One of the most d~ractlve features of the method
is its use of a discrete basis set to expand the continuum orbital
in the inner R-matrix region. The application of the standard
Gaussian and Slater basis sets in the R-matrix formalism was made
practical by the use of the Bloch -operator formalism (2.4,22).
This was successful in a numb~r of cases (23,24,25) most =t~ly
e-N2 scattering, However certain difficul~e~al%se which pointed
to the need of more general and flexlble basis sets for ra id
(practical) convergence, [In spite of t,hesedifficulties t e
physical division of space into an internal ar,dexterna!.r~~ion
Pmmine u4mhln Th- B .--h-a”R--—-*1-----**- ., -=
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exploiting the different physics of the two regions optimally and
, adapting the mathematics to accomplish the purpose in the most

efficient manner. We proceed by defining

in the internal region, where

@=~T+Te+VeT+TR
.

*T
= Target electronic Hamiltonian

Te = Kinetic energy of the scattering electron

‘q z n
veT = Ele~tronic potential = - X ~ + ~ — +

q lRq-rel ‘=1 I(ril-

TR = Nuclear kinetic Energy = -~ 1 v;
qq

.“

‘b = + z Ic) ‘(re-a) (+ - b)(cl
c e

a ● R-matrix radius

b = Surface log derivative

(la)

(lb)

(lC)

(id)

(le)

(if)

(lg)

(ih)

(ii)

c) is a tar et elgenfunction oftilc
!Aside from he Bloch ~-operator, #?b. which is added ~md

subtracted to the Hamiltonian to ensure Hermicity, the divi$ian into
tar et and incident Darticle H.lmiltonianis standard. In atuatiu’1
(lg~ we have
oper~tor for
dissociation
written 8s

only allowed for open electronic channels. A Bloch
the nuclear coordinate would need to he added if
were included. A formal solution to th- problem may be

V)=g (2a)

where

g ● (W+~b-E)-l (?b)

13yprojecting equation (2a) onto the channels, c), we obtain
@

Fe(r) ■ z gcc,(rla) (~’ -bFc, )a ,
c’

(3)
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aFc,
Fe(a) = — -E @cc’(ar bFcl)a

c’
(4a)

d?ccl = gccl(ala) = R-matrix (4b)

If one knows the functional form of F at r=a it is possible b: a
simple matching procedure to extract [he scattering information.
Alternatively, it is possi~ie to devise numerical procedures to
propagate the R-matrix from r=a to very large values of the radial
c~ordinate, At these values of r, a matching to free waves is
possible. In order to do this it is necessary that the coupling
potential be local beyond r=a. In addition, if it is weak and
multipolar in form, the R-matrix propagation method (26,27) can be
made very efficient. In essense then the difficult part of the

——

calculation is the construction of the Green’s function inside the
spherical surface r<a. As is true of all boundary value problems
there are essentiality two methods for the construction of the
Green’s function. The first and DePhaDS most sraicrhtforward is to
constr~lct solutions of the problem. “

(-%+ ~b-Ei)l Yi) =()

which enables us to write

Yci(r)Ycli(r’)
gcc,(r r’) =Z

i ‘i-t

This spectral form has the advantage that

(6)

a sinale diaaonalization
of the”Hamiltonian allows one to construct easily the R-matrix at
all energies, In order to accomplish this it is necessary to
introduce a basis set of many-electron functions and solve equation
(5) variational ly (23,24,25). The marry-electron functions
themselves are cons~u~e~as products of one-electron or’bitals,
expanded in some primitive basis set, For molecular systems with
more than one nuclear center the use of multicenter Gaussian or
Slater functions does much in representing the continuum function
near the nuclei. However these functions are not particularly qoud
at representing the scattering function away fwn the ‘huclei where
they oscillate rather than decay as true bound states, Thus one is
faced with the following dilemma: use larqe traditional basis sets
of Slater and/or Gaussian functions for which it is possible to do
the one and two electron Integrals efficiently or look for a better
representation, By a better representation we mean either a more
efficient one-electron basis to expand the molecular continuum
function or an alternative procedure for the solution of the
equatiol~ for the Green’s function. In searchinq for a better
representation it should be realized that some of the numerical
procedures might have to be replaced by others which are not quite
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so”“_s”irple”or efficient. Thus, for example, the use-o~ numerical
continuum orbitals within the R-matrix formalism requires the use of
single-center expansion techniques and numerical quadrature for
certain classes of one and two-electron matrix elements. For
diatomics the procedure can be made reasonably efficient but for
polyatomics the jury is still out. The approach we have pursued
is rooted in the second method for the construction of the Green’s
function. If we return to the integral equation (2) and divide the
Hamiltonian into an unperturbed (-%.) and perturbed (V) part, we
may write

Iv) = (G. + GoW~blV

= Goy?blw) + GOVIY)

where

Go = (X’o+~b-E)-l

(7a)

(7b)

The division of the Hamiltonian into an unperturbed and perturbed
part is of course arbitrary. However in most cases is chosen
to make the scattering particle Green’s function simpl~ to
calculate. Typic~l choices would be the target plus a free particle
or in the case of positive ions, target plus Coulomb wave. Equation
(7) has a particularly simple structure for the scattering of an

electron from a static potential. The basic starting point is the
expansion of the wavefunction, Green’s function and potential in
spherical harmonics. In contrast to atomic scattering problems, the
patential is not diagonal in the angular momentum quantum number of
the scattered electron 1. This leads to the following set of
coupled integral equations,

where

Gt(rlr’) m Rt(r<) It(r))

Tlie Green’s function is chosen to satisfy the boundary condition
demanded by the R-matrix method, This is easily accomplished by
choosing Rx(r) to he regular at the oriqin and requiring

(fib

(8c)

at r=a, The Iine,lralgebraic method proceeds b introducing a
!quadrature scheme into the set of eqllations (fla to get
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By defining

one obtains

The solution may be written as

(lo)

(11)

(12)

Setting rl=a gives

The R-matrix Is thus seen to be the value of the full Green’s
function on the surface of the sphere enclosing the internal
region, The solution of equation (11) may be accomplished using
standard techniques of linear algebra (28). The reduction to a
matrix equation has the advantage that ~ctor Processors such as the
CRAY I can solve such equations 15-20 times faster than scalar
computers. If the matri~es become too large for central memory,
partlt!oning techtllquesand/or iterative methcds may be used to
solve the equdtions. These approaches may slow down the calculation
sonewhat but experience has shown that the methodology is still
quite efficient. Perhaps the greatest difficulty with the L~ as we

have described it Is the use of the single-center expansion method
to obtain equation (Oa). It has been known for many years that such
single-center techniques are very slowly convergent for mlecular
systems. The situation for the calculation of bound states Is much
worse than for low energy electron scattering due to the strong
dependence of the ene~gy on the reqlon near the atomic nuclei, FOV
continuum electrons, which do not penetrdte too deeply Into tlie
electron cloud, the expansion Is slowly convergent b~t practical
techniques can be developed to aid the convergence. The use of the
spherical harmonic expansion at the level of equation (8) may In

fact be superior to uslnq numerical continuum functions and
multlcenter functions In the standard R-matrix formallsm. The
latter approach requires the slnqle center decomposition of the
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required two-e lectron”rn”atrixelements. The LAM “matrix-;lernents”
are very simple functions requiring little computational effort for
their formation. The major effort is placed on the solution of the

- linear equaticmrs, which are well suited to vector prescriptions. In
addition schemes can be devised which utilize different quadrature
meshes for each partial wave. Since the higher partial
wavefunctions are strongly peaked near the nuclear singularity and
die off quite rapidly thereafter, it is possible to get accurate
representations with very few points. This is very similar in
philosophy to the use of rnulticenter basis sets in conventional
approaches. Another approach would be tc)combine a multicenter
basis set expansion with the numeric~l wavefunction for low partial
waves,

(14)

By substituting Equation (14) into Equation (2a) we can derive a seL
of coupled equations for Fgm(r) and Cq. These may in turn be
reduced to linear algebraic equations by introducing quadrature.
The advantage of this latter approach is the possibility of
represe~ting the large number of high angular momentum terms by a
fewo (r). In addition these functions could be chosen to be bound-
stateqCartesian Gaussians for which much intuition has been
developed over the past few decades. However, like the standard
R-matrix method it is necessary to perform numerical integrations to
calculate the required matrix elements. The efficacy of this can
only be ascertained by experimentation, Now that we have outlined
the basic theory and numerical technique of the LAM let us turn to
the calculation of the exchange and c~rrelation terms which provide
the major difficultly: of the full many-body problem.

Electron Exchange, The need for an anti-symmetric wavefunction for
lncldent and bound electrons gives rise to nonlocal interactions
which greatly complicate the solution of the scattering equations.
These exchange interactions have the form,

(15)

where ‘$B(;) is a,bound-state molecular orbital and K(r r’) is the
exchange kernel. AThe difficulty with these interaction s is not so
much their nonlocality as their nonsep~ ability, The nonsepara-

!ibility arises because the+intera$tionr does not decompose into
a produc; of functions of rl and r2, If ~~e examines these
exchange operators more closely one notices that they are
rather short range functions, The reason for this is the quite
physical fact that the incident electron can only ~xchanqe with a
bound state electron when the two are close toqether, SlfiI?the
electron cloud of the atom 01.molecule Is spatidlly lo~~li}.ed
these Interactlor]s fall off quite r~pldly away frmn the ~a:”qet.
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These considerations suggest that it should be possible to expand-
these integral kernels as a sum of separable terms (15,16) using
bound state functions as the expansion set,

——

K(;;’) = z @i(?)Kij@j(;’)
i,j

(16)

The advantage of equation (16) is twofold. First, the
nonseparability is avoided by using a basis set (separable)
expansion of the operator. Second, the matrix elements Ki. may be
extracted from standard bound-state programs available fro? a wide
variety of sources. In addition the matrix elements are independent
of energy and need be computed only once even if scattering calcula-
tions are to be performed for a range of energies. A practical
{Iuestion which must be answered is the rate of convergence of the
separable expansion. Numerous calculations at the static-exchange
or Hartree-Fock level on a wide variety of diatomic and triatomic
molecules have shown quite rapid convergence. In fact, in many
cases, the use of standard SCF basis sets has given results of
10-20% accuracy. By augmenting these sets slightly, we can reach
the 1-5% level of accuracy with little difficulty. Another feature
of the use of separable expansions may be illustrated by considering
the following equation,

(.9’-6’) IF> = IX><$IF> (17)

where is a local operator. The solution of equation (17) may be
written as

F> = FO> + F1><$ F> (18a)

where

(W-@l FO> = O (18b)

(W+’)IF1> = lx> (18c)

The unknown constant, <$ F>, may be determined after the solution of
Iequations (Nib$c) by qua rature. The generalization to an n-term

separable expansion is straightforward requiring n inhomoaeneous
equations to be solved and the inversion of an (n*n) matrix for the
unknown constants. The procedure is quite similar to the treatment
cf LaGrange undeternlined multipliers in standard scattering
formalisms. The method is particularly convenient for the LAM since
the most difficult computational step in the scattering involves the
reduction of the algebraic matrix tG ~~ form where l-(lJ)are lower
(upper) tridnqular matrices. The work required for additional
right-hand sides (inhomogeneities) is usually quite small. The
reduction in computational time which is achieved by the use of
separable exchange varies from factors of about 3 to 10 over
standard approaches. This savings in time increases dramatically
with the numbt~rof incident eneraip~ ~inc~ AC ma~i}inn~~ahm,,n +h-
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difficult step in the calculation, the formation of the Ki. matrix
elements, is energy independent. JThe success of the separ ble
expansion for exchange led us to ask if it would be possible to
extend this kind of approach to the treatment of polarization and
correlation and ultimately to the treatment of inelastic
scattering. The results of that inquiry appear in the next section.

Polarization and Correlation. In order to satisfactorily explain
he details of low-energy electron-molecule collisions it is

necessary to go beyond the static-exchange level and include
correlation effects. It has been known for many years that a
straightforward close-coupling expansion is very slowly convergent
for elastic scattering for many systems. The basic difficulty is
that the physical closed channels are t~o delocalized in space to
adequately describe what is happening near the bound electrons.
Pseudostates, (11,12), which are usually derived from a perturbation
treatment of th~d~tortion of the molecular charge clol’dby an
electric field, are far better functions for treating polarization
and correlation. These pseudostates may be used directly in the
close-coupled equations or included in the open-channel space as a
nonlocal energy-dependent optical potential. The latter approach
has the advantage of being able to include more functions by using
bound-state matrix methods. In addition, the dimensionality of the
scattering equations does not increase beyond the static-exchange
approximation. However in order to efficiently use the optical
potential formalism it is necessary to be able to calculate and
manipulate the required Hamiltonian matrix elements rapidly. Since
bound state configuration interaction (CI) programs were developed
by quantum chemists for just this p~’rposewe began to examine the
possibility of using them in tne scattering problem. In order to
proceed, it i:;essential for the purpose of the formalism as well as
the numerics to introduce a basis set expansion of the continuum.
This expansicw must be complete enough to represent the important
physical effec~s in the problem. In contrast to the exchange
kernel, the optical potential has som long-range character which
suggests convergence may be somewhat more difficult than for the
static-exchange base. Again, only numerical experimentation would
allow us to decide on the’efficacy of the approach. From a purely
formal standpoint the partitioning of function space into an open

[
P) and closed (Q) channel part results in the following equation,
12) ,

for the scattering electron, where

p = ZlA(40(l-N)Fa(N+l))><A(OO(l-N)Fa(N+l)) I
a

P+C=I

(20?)

(20b)

The Q space configurations, which contain single, double etc.
excitations ~way from the reference set, account for the



------ .. .. . ..-. -. .— .. --—

p~lar-i”>ationand correlation”. The use of the disc~ete expansion
enables us to write,

v
opt ==qp(-p %@+’QP x Fa>~#)<FB

u,13
(21)

which is, of course, a separable form (16,17,18). Thus the
formation of the optical potential requ~e~a~tandard CI program to
form the matrix elements and the solution of the linear equations,

‘PQXQP = ‘opt

(22a)

(22b)

to get the matrix optical potential. The essential difference
between the problem with and without correlation is the need to
construct V. t at each incident energy.

R
This in turn requires

that equatlo (22) be solved numerous times. However, the
Hamiltonian matrix need be computed only one time. Once the optical
potential is formed the solution of the scattering equations is
identical to that of the static-exchange case. Thus computer codes
which were developed for the static-exchange problem may be used
without any modifications. This is a qreat advantage of the optical
potential formalism. In all of the applications made so far,
@o(l-N) has been chosen to be the Hartree-Fock wavefunction of the
target. Thus the P-space consists of the static-exchange
configurations. Since it is impossible to use a complete expansion
in Q-space, it becomes quite important to choose the correlating
orbitals and configurations to reflect the physics of the low-energy
scattering process. A primary consideratio~l is, of course, an
accurate represention of the polarization of the target by the
incident electron and the subsequent back-reaction of the polarized
target on the electron, An elegant way to accomplish this is to use
polarized orbitals extracted from a coupled Hartree-Fuck
calculation. These functions accurately represent ttiedipole
distortion of the molecular target in the presence of an electric
field. By adding a further set of diffuse atomic functions to
represent the “continuum” electron we can adequately span the space
cf the electrons. The Q-space is constructed by taking
antisymmetrized products of the polarized and scattering orbitals in
which an occupied and scattering function are singly excited. These
configurations are all single and double excitations away from the
static-exchange reference set. However they do not include any
double excitations of’the core electrons. Such ~itations would
correlate the core electrons, an effect which we wish to exclude
from present calculations. Thus we try to place our efforts on the
differential correlations induced by the incident electron rather
than the full (Wl) electron problem. In most cases this has been
quite satisfactory in bringing the calculations into good agreement
with experiment (17,18). However a more general treatment is needed
in which target a~fiduced correlations are treated in a balanced
fashion. Such a treatment is currently under investigation and will
be reported upon in later publications. ,,..
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Before closing this section it is worth mention ing-~~new- ‘-””

development in the treatment of electronically ineiastic collisions
which is related to the above discussion. Recently (30) we have
shown that it is possible and practical to place the ~f-diaqonal
channel-channel interactions in separable form. This leads rather
naturally to a formalism in which it is only necessary to solve
inhomogeneous, elastic scattering equations for each chanrvsl. The
reduction in dimensionality from a coupled to a,single-channel
problem makes the equations much more tractable. The final solution
to the coupled channel problem is determined by inverting a matrix
whose dimension is the number of expansion functions used for the
cotipling matrix elements. Optical potentials may be incorporated in
the coupling matrix with little additional effort. The method has
been successfully applied to the ls-2s-2p close-couplinq equations
in atomic hydrogen (30) and molecular applications are underway.

Now let us turn~o the extension of the formalism to molecular
photoionization.

Photoionization. The photoionization process,

AB+hv+AB++e (23)

can be characterized by the dipole matrix element between the
initial bound ctate of AB and the eiectron-ion continuum wavefunc-
tion of the final state. Since the final state is no more than the
scattering wavefunction for an electron on a molecular ion, it is
quite easy to adapt the LAMOPT formalism to photoionization (29).
To accomplish this two things are required: the replacement ~ the
free-particle with the Coulomb Greeo’s function and the calculating
of the bound-free dipole matrix element. From the latter quantit::,
the anguldr distribution of the photoelectrons

c@) = AOO + Ago P2(cos f3) ,
L

(24)

and the total photoionization cross section Ur can be calculated.
Both quantities are simply related to

d
~m

= <O:i rYllfl,lY~m>m,,
=m-m

i

(25)

where o‘i (yRm) is the bound (continuum) orbital of the electron
and mi(m) is the azimuthal quantum number. In all of the
applications of the LAM to photoionization we have calculated
wavefunctions for both the bound and continuum electrons at the
Hartree-Fock (HF) level. The bound orbitals are taken as solutions
of the neutral Hartree-Fock equations. The continuum orbitals are
calculated ‘Isingthe frozen-core approximation by which the
HF orbitals of the neutral, target molecule are used to represent
the ion core (FCHF). This leads to considerable simplification in
the form of ~he dipole matrix elements reducing them to one-electron
integrals. Since the hound and continuum electrons are not
solutions of the same one-e!cctron Hamiltonian it is nec=ary to
!.. .-
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of”the ‘orbita!s. This leads to a continuum”improved-’~lrtua!orbital
(IVO) equation of the form

(h+; (2aiJi-biKi) -E)lY2m>=~~ql@q> (26a]

, a ,b = COU1O*, exchange orbital occupancies (26b)
ii‘1i

;!.A = LaGrange multiplier (26C)
‘“i~

for the continuum electron. This is solved using the LAM.
Now that we have described the forma”,i:min some detail, let us

look at our applications to resonant processes.

Applications

Electron + N, Scatterin . The scattering of low-energy electrons
~rom z e most thoroughly studit?dproblems in nmlecular
physics. The primary reason for this is that the cross section is
dominated by a low-energyr (2.4 eV), shape resonance which has
profound effects on the v:h?atlonal excitation spectrum. Under
ordinary scattering situations the probability for nuclear
excitation by low-energy electrons is quite small due to the liirge
difference In mass of the two particles. However in a resonant
process the electron can distort the charge distribution of the
target sufficiently to cause great changes In the forces on the
nuclei. It is these changes which cause the vibration~l excitation
not the direct impulsive force of the collision. The temporary
capture of the incident electron Into the low-lylng, m

Ianti-bonding.orbital of N2 was put forth as the explan tion of the
excitation mechanism (2). Since this orbital has a significant
amount of valence char~cter it can sufficiently change me potential
seen by the nuclei during the collision. These ideas were expanded
upon and refined by Herzenberg (32,33) and his collaborators using
the complex eigenvalue techniques o~iegert. The calculations
however remained semi-empirical and, althou h they gave good

7agreement with the experiments of Schultz 2)w@re dependent on a
semi-quantitative adjustable parmeter. Wit~ the development of the
molecular R-matri~ method it becam possible to perform a first
principles calculation of this process. However, in order to
accomplish this it was necessary to generalize the R-matr+x method
to include nuclear motion. The eneralization was accomplishedby

!)Schneider, Lel)ourneufand Burke 34 i using the Born-Oppenheimm
approximation of the R-matrix lev~s of the (N+l) electron problem

.. as the zeroth waler apprnxlmatlon. The theory was successfully
appliwl by Schm?ider, Lel’)ourneufmd Lan (35) to the e+N7 problem.
The results of that calculation, which are~own in Flg.-l,
demonstrated for the first time that an ab initiu method could,
within the context of the Born-Oppenheim-lm#tion, expla~n
the resonant vibrational excitation process. Other calculations (Q)
followed which confirmed the results of the R-matrix study,
Recently (?l) we have performed a series of calculations using thenm,.. B ● ... .. .. . . .. . . --
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tally demonstrated th% the nq r-esonance is dominated by short-
range distortion. These ideas were implicit in the R-matrix calcu-
lations (35) which were based on ‘:% negative ion SCF wavefirnction
ofN.

t
TfiN2- SCF wavefunction dces not contain any excitation

whit destro.vs the z symmetry of the N2 core. In fact to first
order in perturbationR theory the N2- SCF wavefunction can be
obtained as a single-excitation CI using N2 SCF orbitals. Hazi and
coworkers (6) used this equivalence and the Feshbach formalism to
obtain resuTts in good agreement with the R-matrix calculations of
Schneider, LeOo2rneuf and Lan. The recent LAM calculations given In
Table I also s~lowthat one must be cautious in not overcorrelalating
the negative icn wavefunction with respect to the neutral molecule.
More extended d~wble excitation CI calculations lowered the reso-
nance position and width below the experimental value demonstrating
these difficultil’s rather dramatically. Finally, the calculations
show possible pro~leins with semi-empirical theories us!nq long-rtmge

Table I. Position iindWidth of 2rIResonance in N2
as a function of the type of calculation

Type of Calc. ER(eV) rR(eV)

Short and long
3 references

Short and long
6 references

Short and long
19 references

Short range
3 references

Short I’ange
19 references

range 2.03 .281

range 1,97 .264

ranqe 1.66 .178

2.13 .314

2.07 .301

cut~ff polarization potentials to explain the resonance (31),
These potentials, which have adjust~ble parameters, may b~tuned to
reproduce the resonant feature!, but it is dangerous to place too
much emphasis on the forms of the interaction. The lonq-range
polarization potential has Onlmya minor effect on the resonance in
N2; it is mainly a short-ranq~ effect. The ~djustment of the cutoff
in the model potenti~l mimics these short-range features in a crude
but unfortunately unpredictable fashion. It may be unwise to rely
on the predictions of these model potentials for other symmetries
which may be domindted by quite different physical effects.

Electron + H, Scattering. The ‘Iow-energj’elastic scattering of
~ns fromk’z sma broad fe~ture which Is due to a p-wave
shape resonance. In our calculations (17), no attempt was made to
treat this in any special fashion. The7alculation was the first
one in whic$ we included polarization and correlation using an
optical potential and the intent was to explain the low-en~rqy
bei~avior of the cross sertlntl. Th@ rccill+c ~f~h ~-a “h-’.’- ~-



Fi”g”.”-2,are in excellent agreement with -exper-irnent(39,40) “over a
considerable energy range and clearly reproduce the ~o~ shape
rescnance mentioned above. The optical potential was con:t.rutted
from a set ci one-electron functions incorporating the SCF
distortions of the target in the presence of an electric field.
These were coupled to the incident electron in the manner described
earlier and results in an optical potential of about 400 spin
eigenfunctions. The calculation required about 8 seconds of CRAY I
time per energy.

Electron + H?+ Scattering. The first application of the LAMOPT to
molecular ion~ was undertaken to try to resolve some differences in
the results obtained for e+H2+ scattering by the Stieltjes calcula-
tions of Hazi (41) and those of the Japanese (42) using the Kohn
variational metl~d (18). The calculations wer~performed with a
number of basis sets~n order to understand any problems which might
have affected either previous set of calculations. Oul.early
results confirmed the position and width of the first resonance a!,
given by the Stieltjes method but produced higher resonances in poor
agreement with the Japanese and earlier close coupling
calculations. Since the basis set used for these calculations was
not designed to treat Rydberg like resoniinces, we modified it tol
include more diffuse orbitals of the proper symmetry and re-ran the
calculations. The results, which are shown in Fig. 3 confirm the
position and width of the lowest resonance and are in good
agr(?ernentwith the close-coupling calculations of Collins and
Schneider (36) and the t(ohnvariational results for the second
resonance. ~n addi5ion a third resonance was found which is
considerably lower than that of the Kohn calculation, Although we
have not explored this Rydberg series of resonances any further, it
is clear that the Kohn calculation for the third member of the
series is much too high. In fact it lies above the ionization
potential of the Hz+ ion and must be an artifact of the poor basis
used in the Kohn calculation. The quality of the results obtained
by the optic~l potential approach for the e+H2+ scattering qives us
much confidence In its application to more complicated. prob]ems, In
addition the calculations demonstrate that we can deal with ionic as
well as neutral systems and Feshbach as well as shape resonances
with the forma!lsm.

Photoionization of Nz, In this section we consider the following
processei~

hv + N2 + N; (3ug II-1) +e ;:U

u
(27)

For the ground stote of N2 (2_(l),The first process h~s a broad CJu
shone reson~nce. whllp thp Iaftpr nrnr~cc la~rlcFm a .n,,~{fiilcw..



shape-resonance at the frozen-core Hartree-Fock level (FCHF); Both
calculations were performed with a number of basis sets to represent
the exchange opetator. In all cases very little sensitivity to the
basis was observed in the scattering function. However sensitivities
of the order of 10-20% have been observed in the cross section due
to the inclusion or exclusion of diffuse orbitals in the construc-
tion of the occupied molecular orbitals. Evidently the more diffuse

1
charac er of the integrand in the dipole matrix element is quite
sensit ve to small components in the bound orbitals. Similar
conclusions have been observed by ONeil and Reinhardt in the
photoionizat ion of Hz (37). The results of our calculations are
shown in Figs. 4-6, whe~ we compare with those of other approaches
and experiment (43). The agreement between the LAM and Schwlnqer
variational (SV)~ethod is quite good. Reasonable agreement with
the Stieltjes method is observed for ionization from the 3uq
orbital. The ionization of the II orbital of N2 is one of-the
classic failures of the FCHF mode~~ The HF potential improperly
places a valence-like n

?
orbital above the ionization continuum.

Better calculations, su h as those based on an random phase
approximation (F!PAE)model (5) or optical potential formulation can
correct the difficulty and r~move the spurious resonance. This has
already been done with the RPAE and calculations usitlg our optical
potential approach will De ‘mdertaken in the near future when we can
deal with sets of coupled, open channels.

PhotoIonization of NO. We consider photoionization of the 2n
orbital of into ku, kmx and k~x continua (U).

Y
Our interest

in this process stemmed from a des re to resolve the rather lar e
7difference~ between the Stieltjes (44) and SVM calculations (45 ,

The results of our calculations and~ comparison of theory an~
experiment (46,41) is shown in Figs. 7-8. We observe no structure
in the indiv~u~ partial photionlzation cross sections and must
conclude that these features are an artifact of the imaqing
procedure or linear dependence in the basis set. Our calculations
are in reasonable agreement with the SV method, showing a number of
broad s~ape resonances whose position can vary slightly with the
basis set. This is especially evident in the’sharper IJresonance.
As with Nz, the difference between the LAM and SVM results is
primarily due to the inclusion of diffuse orbitals in the bound
molecular orbitals, Very little sensitivity to basis was observed
in the scattering solutions,

Photoionizatlon ~JtCO , We have considered the followinq
processes tor t]dization of ground state C02 (29):—

2 (ii:l + ‘E;)hv + C(12+ CO”F

We are part
considerable
on oce hand

cularly interested in these processes since there are
differences between the results of the Stieltjes method
and those of the SV and LA method. The LAN and SVM both



predict rather narrow shape resonances in the lIY ~~~”4u”” ‘“ ‘“”’”-
! %ionizations while the Stieltjes dpproach gives r ther br ad,

Ilonresonant shapes. The calculation of the continuum wavefunctions
for these channels represents d most strinc,ent test of the
single-center expansion appro~ch. Howeve: we have systematically
increased the number of partial waves in the calculation until we
are confident of a 5% w better convergence in the cross section.
In additi~n we have explored many basis sets, more or less
contracted or more or less diffuse. Small differences beween the SV
and LA calculations can be noticed but nothing like the qualitative
differences with the Stieltjes approach. The final results for the
total cross section in these channels is given in Figs. 9-11. It is
difficult tc say why the agreement between the methods is so poor
for lU and Joq ejection processes. Earlier Stieltjes
calcul~tions 011 {thelug photoionization by Oaasch, Davidson, and
Hazi (38) have shown a great sensitivity to both basis set and
imagln~technique. Perhaps the difficulty is due to the inability
of the Stieltjes method to place enough eigenvalues in the resonant
region. Since the resonances in the 10 and 4U Ionization

‘?processes but not the 20 process are a quite fliqhelectron
energies, it could be dl?ficult t~,produce a prop~r pseudospectrum
with conventional Gaussian type orqitals. This would also explain
why the low energy 20 results aaree in all three approaches. The
resolution of these differences ,s not simple but we feel it is
imperative to try to do so, At present the Stieltjes method is the
only approach capable of dealing with complicated polyatomic
species. Its reliability must be tested aaainst other approaches
where SUC’1tests ~re possible.

Conclusion—— ..

Resonance phenomena have been shown to play a si nificant role in
i’many electrcn collision and photoionizatlon prob ems, The long

lived character of these quasi-stationary stdtes enables them to
influence other dynamic processes such as vibrational excitation,
dissociative attachment and dissociative recombination. We have
shown it is possible to develop ab Initio techniques to calculate
the resonant wavefunctions, cross sections and dipole matrix
elements required to characterize these processes. Our approach,
which is firmly rooted in the R-matrix concept, reduces the
scattering problem to a matrix problem, By suitable Inversion or
diagonal ization we extract the required resonance parameters.
Finally’we have illustrated the power of the method by calculating
the cross sections for electron scattering or photoionization from a
number of d~at.omlc ,u-idpol,yatomic molecules, These calculations
have been among the first to include polarization and correlation In
an ah initlo wfly. The extension of our methods to inelastic
ele=~~roccsses and nuclear excit~’tion and dissociation are
underway and should appear soon,
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Figure 1. A comparison of experimental and theoretical vibrational
excitation cross sections for N2 scattering.

Figure 2. Comparison of theoretical and experimental total cross
sections for e-H scattering.

#
Curves areas follows: (1)

represents the e fective optical potential; (2) represents the
experiment by Golden et al., and (3) represents the experiment by
Dalba et al.

——
——

Figure 3. Eigenphase sums as a function of energy for the 1Z9
symmetry for e-H2+ collisions.

Figure 4. Total cr~ss sections for t~~ photolonization of N2
leadlng to the X2Z state of NZ+(31J ). Comparison of
theoretical method~: solid line, LA! dashed line, SV; chain-dashed
line, STMT.

Figure 5. Partial a,ldtotal cross sections for the photoionization
of N2(N ‘X2Z +). Comparison of the LA method and experiment:
solid lfne, ?otal; chain-dashed line, 3ag+kcru; dashed line
3~g+k~u; crosses, exptm

Figure 6. Partia cross sections tor-~he photoionization of N2
Jleading to the AHU state of N2+(lru ). Comparison of

theoretical methods for lnu+kng: solid line, LA; dashed line,
Sv.

Figure 7. Total cross section for the photoionization of NO leading
to the XIX+ state of NL)+(211‘~). Comparison of theoretical methods:
solid line, LA; dashed llne, SV; chain-dashed line, STMT,

Figur~ 8. Partial and total cross sections for the photoionization
of NO (NO+XIZ+). Comparison of the LA method and experiment: solid
line, total; chain-dashed line, 2n+km; dashed line 2n+ko; dotted
llne, 7n+k6; C:-osses, expt.; tr{anqles, expt,

Flqure 9. Part’~1 and total cross sections for the photolonlzatlon
of C02, (co2+c~z ‘), Comparison of the LA method with experiment;
solld line, tots?; chain-d~shed lltte, 4on+ko,,; dashed line,
d~q+knu; crosses, expt.

,,,
Figure 10, Partial and tota’
of the 2ug orbital of C02 In

Figure 11. Partial and tots
of the lug orbital of C02 In

cross sections for the photoionizatlon
the LAmet,hwl,

cross sections for the photolonization
the LA method,


